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Descendants of the original transformer model are based on 
either the encoder stack, the decoder stack, or the original 
encoder-decoder combination. 



BERT: Bidirectional Encoder Representations from Transformers

The most significant difference in the models 
is how they process the input sequence:

BERT consists of:

o The stacked-encoder part of the full transformer model, with

o A single linear layer on top, acting as a classifier (depending on the task);

o Pretraining on a Masked Language Model and Next-Sentence Prediction; and

o Transfer learning to adapt to a new task. 

BERT: Bidirectional Encoder Representations from Transformers



BERT’s training in Masked Language Modeling makes it useful for NLP tasks that involve 
understanding words in bidirectional context:

1. Named Entity Recognition
2. POS Tagging
3. Sentiment Analysis
4. Classification
5. Coreference Resolution (Connect pronouns with the nouns to which they refer)

BERT’s training in Next-Sentence Prediction makes it useful for short-range inference 
about the relationship of sentences:

1. Question Answering
2. Language Inference: Does one sentence imply the other? Are they similar? 

With fine-tuning, and in conjunction with other models, BERT can be used for more 
generative tasks, such as Language Generation, Translation, and Summarization. 

NLP Tasks for BERT



BERT Punches Above Its Weight!

GPT-4
1 Trillion parameters



GPT and Friends

The decoder side of the transformer family tree includes the 
Generative Pre-Trained Transformer, and similar models.

GPT-1 (2018)

o Developed in 2018 based on a generative, decoder-only 
architecture;

o 117M parameters;

o 12 decoder layers;

o 12 masked-attention heads (to simulate auto-regressive 
language generation) per layer

o Sequence length of 512 tokens

o Trained on “predict the next word” task; 

o Data set was BookCorpus, 7K unpublished books, 800M 
words in a variety of genre, including romance, fantasy, sci-
fi, etc. 

o Can be fine-tuned for language generation tasks. 



GPT-2 (2019) 

o Similar architecture to GPT-1, but:

o 48 layers;

o 32 masked-attention heads per layer

o 1.5B parameters, 

o Trained on the “predict next word” task on 40GB of text from 8M web 
pages, (“we used only pages which have been curated/filtered by 
humans—specifically, we used outbound links from Reddit which 
received at least 3 karma.”)

GPT and Friends



GPT-2 (2019) 

o Because of the large data set, GPT-2 became an “unsupervised 
multitask learner”:  no task-specific data, objectives, or instructions 
were provided, but GPT-2 was able to perform Q&A, summarization, 
and translation without explicitly being trained on these tasks. 

o This is sometimes called “zero-shot learning” since zero examples 
were used in training. 

o Example: No training in question answering was performed, but 
because Q & As occurred in the data set, GPT-2 had SOTA 
performance in Q&A tasks:

f

GPT and Friends



GPT-2 was the first time that LLMs showed “emergent properties” 
wherein its large size created behaviors that were not intended, or 
desirable. 

Here are some examples from an early blog post from OpenAI, showing 
GPT-2 abilities, and which led OpenAI to release it “in stages”: 

https://openai.com/research/better-language-models

GPT and Friends
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Here are some examples from an early blog post from OpenAI, showing 
GPT-2 abilities: 

https://openai.com/research/better-language-models

GPT and Friends

!!!



LLM Power Law Scaling

GPT-4
1 Trillion parameters

In further developing the GPT models, explicit reference was 
made to the observations that LLMs obey power-law (exponential) 
scaled growth in performance relative to parameter and data set 
size, and computing resources used in training. 



LLM Power Law Scaling

Remarkably smooth correlations exist between performance (measured by 
test loss) and each of these three components of the design and training of 
LLMs:



GPT-3 (2020) 

o 175B parameters, 

o 96 layers

o 96 masked-attention heads in each layer; used a more efficient 
alternation of dense and sparse attention patterns

o Input width:  2048 tokens

o Used softmax/temperature and Top-p sampling

o Training for GPT-3 was a scaled-up version of GPT-2, including a 
larger text corpus:

• Common Crawl of Web

• Entire English Wikipedia

• WebText2 (continuation of WebText from GPT-2)

• Lots of miscellaneous books, technical manuals, encyclopedias, 
etc. etc. etc. 

GPT and Friends



Encoder-Decoder Models: T5

T5 (2019 – Google)

o Uses original encoder-decoder architecture

o Several sizes, largest was 11B, 128 attention heads, 512 input length

o Used the “Colossal Clean Crawled Corpus (C4), a curated and 
extensively cleaned up version of Common Crawl (e.g., removing 
HTML)

o Training was based on a “denoising” text-to-text task:

o Model was trained to reconstruct the original text after random spans 
of text had been masked (replaced by [MASK]);

o Finetuning was on multiple NLP tasks using “text prefixes:

o  “Translate English to German: Natural Language Processing is fun”



Encoder-Decoder Models: T5

T5 (2019 – Google)

o Performed almost (88.9) at human level (89.8) on the SuperGLUE 
benchmark set:



The Transformer Family Tree



Most Important NLP Tasks: Classification

Sentiment Analysis: identifying the position of a piece of text in some 
scale of sentiment.

Position may be categorical (2 stars out of 5) or continuous in some 
range (2.3 on a scale 0 .. 10)

Types of sentiment:
• Positive – Negative
• Aspect or point of view or bias (e.g., political)
• Intent detection
• Emotion Detection

• Happiness
• Excited/enthusiastic
• Frustration or Anger

• Friendship, affection, love or sexual attraction
• Humorous
• Irony
• Hate speech and Fake News detection (next slide)

Source:  https://monkeylearn.com/sentiment-analysis/



Fake News and Hate Speech Detection

Fake News Detection: detecting and filtering out texts containing false 
and misleading information.

Stance Detection: determining an individual’s reaction to a primary 
actor’s claim. It is a core part of a set of approaches to fake news 
assessment.

Hate Speech Detection: detecting if a piece of text contains hate 
speech.

Facebook/Meta:



Information Retrieval
(An old subject, even before Google made it the the most popular text-processing task.)

o Resource Retrieval from text queries/questions
• Resource could be 

• Highly structured (relational database, code)
• Semi-structured (Markup Languages (XML), labeled documents)
• Unstructured (documents)

• Database search from keywords
• Google search
• Backend to Speech to Text systems (siri)
• Question Answering (next slide)

o Sentence/document similarity: determining how "similar" two texts are
• Notion of "similar" is variable (similar topic, similar sentiment, ...)
• Relationship to IR:  

• How similar is text query to a document?
• "Retrieve more documents similar to this one" 

• Create a map/graph of documents similar to given sentence/document
• Plagiarism/copyright infringement

o Document Ranking: Rank documents as to some criterion (e.g., PageRank)
• How well does this document satisfy my query?
• How important/authoritative is this document?

2008

1999

Net worth of Google 
in 2022: $1.135 
Trillion.



Entities, Relations, and Knowledge Graphs

o Named Entity Recognition: tagging entities in text with their corresponding 
o       type, typically in BIO notation.)
o Coreference Resolution: clustering mentions in text that refer to the same 

underlying real-world entities.
o Relation extraction: extracting semantic relationships from a text, e.g.,  

• Is-A
• Has-A
• Son-Of
• Part-Of
• Size-of
• etc., etc., etc. 

o Build a graph structure:
• Knowledge Graph
• Concept Map
• Mind Map

o Graphs can be used to enhance other NLP tasks: search, similarity, question 
answering, etc

o Entity Linking: recognizing and disambiguating named entities to 
o       a knowledge base (e.g., Wikidata).
o Relation prediction: identifying a named relation between two named 
o       semantic entities.

Concept Map about Electricity:



Entities, Relations, and Knowledge Graphs



Text-to-Text Generation

• Machine Translation: translating from one language to another.
• Covered in lecture – Transformer technology transformed this task

• Text Generation: creating text from a prompt or subject phrase that 
appears indistinguishable from human-written text.

• Covered in lecture – Use language models, Large Language Models 
(GPT) have transformed this task

• Lexical Normalization: translating/transforming a non-standard text to a 
standard register.

• Paraphrase Generation: creating an output sentence that preserves the 
meaning of input but includes variations in word choice and grammar.

• Text Simplification: making a text easier to read and understand, while 
preserving its main ideas and approximate meaning.

• Text Summarization (next slide)



Topics and Keywords; Text Summarization

o Topic Modeling: identifying abstract “topics” underlying a collection of 
documents. 

o Keyword Extraction: identifying the most relevant terms to describe the 
subject of a document

o Text Summarization: Reducing size of document while preserving the most 
important information

• Extractive:  
• Identify the most important sentences in a document and construct 

the summary from these exact sentences
• TextRank, LexRank (implements PageRank on sentences in a 

document)
• Latent Semantic Analysis (Singular Value Decomposition on a  word-

sentence matrix)
• Abstractive: 

• Create new text summarizing main points
• Use of Large Language Models: GPT, BERT, etc...

• Use cases for Text Summarization:
• Summaries for busy executives or (students!)
• Summaries of articles, books, chapters
• Automatic Table of Contents or Indices 
• Downstream from Speech-to-Text systems:

• Notetaking of meetings, lectures
• Abstracts of podcasts, YouTube videos
• Automatic summary of customer phone calls



Chatbots and Question Answering

• Slot Filling or Cloze Task: aims to extract the values of certain types 
of attributes (or slots, such as cities or dates) for a given entity from 
texts.

• Chatbots:  Conversation agents  (started with Eliza in early 1060's!)
• Dialog Management: managing of state and flow of conversations.
• Question Answering:  Responding to textual queries with textual 

answers
• Extractive QA: The model extracts the answer from a knowledge 

source, such as a knowledge graph, database, or document (next 
slide).

• Open Generative QA: The model generates free text directly 
based on the (global) context. 

• Closed Generative QA: The model generates free text directly 
based only on the question. 



Question Answering using Knowledge Graphs

.



Reasoning with Text

• Logical Relationship of two sentences/documents:
• Entailment
• Temporal sequence
• Specialization

• Subsystem of text generation at scale

• Text-to/from-First Order Logic:  Translate between text 
      and expressions in first-order logic:

• Use cases:
• Teaching logic
• Game/puzzle solving
• Interface to automated theorem prover

• Prolog
• Planner
• Wolfram Alpha



Text-to-Data and Data-to-Text

• Text-to-Image: generating photo-realistic images which are 
semantically consistent with the text descriptions.

• Image captioning: Generate captions  for input images 
• Video-to-Text: Generating text describing a sequence of images
• Text-to-Speech: Human-like reading of input text.
• Speech-to-Text: transcribing speech to text


